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1
Decision/action requested

This contribution is for approval.
2
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3
Rationale

Network slice load may vary over time and could not always satisfy the traffic requirements. The user experience and network performance may deteriorate if the network and network slice is overloaded wheras there will a waste of resources when the network and network slice is under light load. Therefore, it is of great importance to perform the analysis of network slice load and the affected factors.

This contribution proposes to add the conclusion on network slice load analysis in TR 28.809[1].
4
Detailed proposal

It is proposed to add the following conclusions on network slice load analysis in TR 28.809 [1].
	1st Change


6.3
SLS analysis related issues

6.3.1
E2E latency analysis

6.3.1.1
Use case

Latency is one of the SLA parameters for URLLC services. User data packets should be successfully delivered within certain time constraints to satisfy the end users requirements. 

Latency could be impacted by the network capability and network configurations, e.g. configuration of service priority, RAN capacity, network load, number of re-transmissions, Wireless channel environment and the processing time of the network functions, etc. These factors may be the root cause if the latency requirements cannot be achieved. Packet transmission latency may dynamically change if one or multiple of these factors change. The latency requirement should be assured even if some of the network conditions may degrade. There are some mechanisms to assure latency, e.g. to upgrade the service priority, allocate or reserve more network resource, prepare backups. 

With regard to latency analysis for URLLC services, the performance data and fault data are required to be collected, reported and analysed in near real time. Distributed MDAS deployment architecture should be applied for this scenario. The domain MDAS Providers located in the edge network provides latency analysis or predictions for local services in near real time. E.g. for latency and other related QoS evaluation or prediction for V2X application, user location and user trajectory may need to be analysed in near-real time. The analytical report can be consumed by edge AFs to perform actions in time. The centralized MDAS Providers analyses integrate latency performance for cross domain. It may provide more comprehensive analytical report to the centralized AF. AI/ML models or analytical data may need to be exchanged between the neighbouring domain MDAS Providers, or between domain MDAS Providers and the centralized MDAS Providers.
From the management perspective, resource configuration and allocation algorithms or policies should support latency assurance. E2E latency is the latency across multiple domains, e.g. RAN domain, core network domain and transport network domain, each domain should ensure its own latency requirement to achieve the total E2E latency goal. The domain specific MDAS can be utilized to provide the domain specific latency analysis, and together with the cross-domain MDAS to provide E2E latency analysis to support SLS assurance.

	1st Change


6.3.1.x
Conclusions on E2E latency analysis
Latency is one of the SLA key parameters for the services which are latency critical, e.g., URLLC service. The user data packets should be delivered within certain time constraints to satisfy the end users requirements. MDA is able to provide the analyses and predictions of the E2E latency, RAN latency and CN latency to support SLS assurance. 
It is proposed to consider the following aspects of E2E latency analysis:

· Analystics report of latency for E2E cross domain, RAN domain and CN domain respectively.
· The configurations of the reporting, e.g, the report granularity in periodical report mechanism, and the report threshold in event report mechanism.
· The interactions between domain MDA and cross domain MDA in E2E latency analysis issue. 
	End of changes


